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FIG. 1. Charged-di-hadron distribution [Eq. (1)] for 2 GeV/c < passoc
t < passoc

t . Upper left: central Au + Au, 3 < p
trig
t < 4 GeV/c; upper

right: central Au + Au, 4 < p
trig
t < 6 GeV/c; lower left: minimum bias d + Au, 3 < p

trig
t < 4 GeV/c; lower right: minimum bias d + Au,

4 < p
trig
t < 6 GeV/c. Note the different vertical scales, as well as the suppressed zero in the upper panels.

by event mixing. Associated particles have 2 < passoc
t <

p
trig
t GeV/c for consistency with previous results [5], except

for a new analysis, which directly compares correlations for
different p

trig
t (Section VI A), where 2 < passoc

t < 4 GeV/c
was used.

Figure 1 shows distributions of the associated particle yield
defined in Eq. (1) for central Au + Au events with triggers
3 < p

trig
t < 4 and 4 < p

trig
t < 6 GeV/c (upper panels) and for

d + Au events with the same p
trig
t selections (lower panels). A

near-side peak centered on (!η,!φ) = (0, 0) is evident in all
panels and is consistent with jet fragmentation. In addition, a
significant enhancement of near-side correlated yield is seen
at large !η for central Au + Au events but not for d + Au
events: the ridge.

In this analysis we examine the shape of the near-side
associated yield distribution in detail via projections on the
!η and !φ axes. We characterize the shapes of both the
ridge and the jet-like peak and study the pt dependence of
the ridge and jet-like yields.

IV. RIDGE SHAPE IN !η

To study the ridge quantitatively, the di-hadron distribution
is projected onto the !η axis in intervals of !φ:

dN

d!η

∣∣∣∣
a,b

≡
∫ b

a

d!φ
d2N

d!φd!η
; (2)

similarly for projection onto !φ:

dN

d!φ

∣∣∣∣
a,b

≡
∫

|!η|∈[a,b]
d!η

d2N

d!φd!η
. (3)

The contribution to the di-hadron distribution of elliptic
flow (v2) in nuclear collisions [3] is estimated via

B!φ[a, b] ≡ b!φ

∫ b

a

d!φ
(
1 + 2

〈
v

trig
2 vassoc

2

〉
cos 2!φ

)
, (4)

where the mean uncorrelated level b!φ is fixed by the
assumption of zero correlated yield at the minimum of the
projected distribution, in this case 1.0 < !φ < 1.2 (zero
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FIG. 1. Charged-di-hadron distribution [Eq. (1)] for 2 GeV/c < passoc
t < passoc

t . Upper left: central Au + Au, 3 < p
trig
t < 4 GeV/c; upper

right: central Au + Au, 4 < p
trig
t < 6 GeV/c; lower left: minimum bias d + Au, 3 < p

trig
t < 4 GeV/c; lower right: minimum bias d + Au,

4 < p
trig
t < 6 GeV/c. Note the different vertical scales, as well as the suppressed zero in the upper panels.

by event mixing. Associated particles have 2 < passoc
t <

p
trig
t GeV/c for consistency with previous results [5], except

for a new analysis, which directly compares correlations for
different p

trig
t (Section VI A), where 2 < passoc

t < 4 GeV/c
was used.

Figure 1 shows distributions of the associated particle yield
defined in Eq. (1) for central Au + Au events with triggers
3 < p

trig
t < 4 and 4 < p

trig
t < 6 GeV/c (upper panels) and for

d + Au events with the same p
trig
t selections (lower panels). A

near-side peak centered on (!η,!φ) = (0, 0) is evident in all
panels and is consistent with jet fragmentation. In addition, a
significant enhancement of near-side correlated yield is seen
at large !η for central Au + Au events but not for d + Au
events: the ridge.

In this analysis we examine the shape of the near-side
associated yield distribution in detail via projections on the
!η and !φ axes. We characterize the shapes of both the
ridge and the jet-like peak and study the pt dependence of
the ridge and jet-like yields.

IV. RIDGE SHAPE IN !η

To study the ridge quantitatively, the di-hadron distribution
is projected onto the !η axis in intervals of !φ:

dN

d!η
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a,b

≡
∫ b

a

d!φ
d2N

d!φd!η
; (2)

similarly for projection onto !φ:

dN
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a,b

≡
∫

|!η|∈[a,b]
d!η

d2N

d!φd!η
. (3)

The contribution to the di-hadron distribution of elliptic
flow (v2) in nuclear collisions [3] is estimated via

B!φ[a, b] ≡ b!φ

∫ b

a

d!φ
(
1 + 2

〈
v

trig
2 vassoc

2

〉
cos 2!φ

)
, (4)

where the mean uncorrelated level b!φ is fixed by the
assumption of zero correlated yield at the minimum of the
projected distribution, in this case 1.0 < !φ < 1.2 (zero
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FIG. 2. Distribution of (a) eccentricity, ε2, and (b) triangularity, ε3, as a function of number of participating nucleons, Npart, in
√

sNN =
200 GeV Au + Au collisions.

consistent with the expected fluctuations in the initial state
geometry with the new definition of eccentricity [46]. In this
article, we use this method of quantifying the initial anisotropy
exclusively.

Mathematically, the participant eccentricity is given as

ε2 =

√(
σ 2

y − σ 2
x

)2 + 4(σxy)2

σ 2
y + σ 2

x

, (3)

where σ 2
x , σ 2

y , and σxy , are the event-by-event (co-)variances
of the participant nucleon distributions along the transverse
directions x and y [8]. If the coordinate system is shifted to the
center of mass of the participating nucleons such that ⟨x⟩ =
⟨y⟩ = 0, it can be shown that the definition of eccentricity is
equivalent to

ε2 =
√

⟨r2 cos(2φpart)⟩2 + ⟨r2 sin(2φpart)⟩2

⟨r2⟩
(4)

in this shifted frame, where r and φpart are the polar coordinate
positions of participating nucleons. The minor axis of the
ellipse defined by this region is given as

ψ2 =
atan2(⟨r2 sin(2φpart)⟩, ⟨r2 cos(2φpart)⟩) + π

2
. (5)

Since the pressure gradients are largest along ψ2, the collective
flow is expected to be the strongest in this direction. The
definition of v2 has conceptually changed to refer to the second
Fourier coefficient of particle distribution with respect to ψ2
rather than the reaction plane

v2 = ⟨cos(2(φ − ψ2))⟩. (6)

This change has not affected the experimental definition since
the directions of the reaction plane angle or ψ2 are not a priori
known.

Drawing an analogy to eccentricity and elliptic flow, the
initial and final triangular anisotropies can be quantified as par-
ticipant triangularity, ε3, and triangular flow, v3, respectively:

ε3 ≡
√

⟨r2 cos(3φpart)⟩2 + ⟨r2 sin(3φpart)⟩2

⟨r2⟩
(7)

v3 ≡ ⟨cos(3(φ − ψ3))⟩, (8)

where ψ3 is the minor axis of participant triangularity given by

ψ3 =
atan2(⟨r2 sin(3φpart)⟩, ⟨r2 cos(3φpart)⟩) + π

3
. (9)

It is important to note that the minor axis of triangularity
is found to be uncorrelated with the reaction plane angle
and the minor axis of eccentricity in Glauber Monte Carlo
calculations. This implies that the average triangularity
calculated with respect to the reaction plane angle or ψ2 is
zero. The participant triangularity defined in Eq. (7), however,
is calculated with respect to ψ3 and is always finite.

The distributions of eccentricity and triangularity calculated
with the PHOBOS Glauber Monte Carlo implementation [47]
for Au + Au events at √

sNN = 200 GeV are shown in Fig. 2.
The value of triangularity is observed to fluctuate event by
event and have an average magnitude of the same order as
eccentricity. Transverse distribution of nucleons for a sample
Monte Carlo event with a high value of triangularity is shown
in Fig. 3. A clear triangular anisotropy can be seen in the region
defined by the participating nucleons.
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FIG. 3. Distribution of nucleons on the transverse plane for a√
sNN = 200 GeV Au + Au collision event with ε3 = 0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are shown in
gray and black. Wounded nucleons (participants) are indicated as
solid circles, while spectators are dotted circles.

054905-3

Harmonic decomposition of two particle correlations ALICE Collaboration

 [rad]φΔ
0 2 4

)φ
Δ

C
(

0.99

0.995

1

1.005

1.01

1.015

Pb-Pb 2.76 TeV, 0-2% central
 < 2.5 GeV/ct

T
2 < p

 < 2 GeV/ca
T

1.5 < p
| < 1.8ηΔ0.8 < |

/ndf = 33.3 / 352χ

 [rad]φΔ
0 2 4

ra
tio

0.998
1

1.002

n
1 2 3 4 5 6 7 8

]
-2

 [1
0

Δn
V

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35 Centrality
0-2%
 < 2.5 GeV/ct

T
2 < p

 < 2 GeV/ca
T

1.5 < p

n
1 2 3 4 5 6 7 8

]
-2

 [1
0

Δn
V

0

1

2

3

4

5 Centrality
40-50%
20-30%
10-20%
2-10%
0-2%
 < 2.5 GeV/ct

T
2 < p

 < 2 GeV/ca
T

1.5 < p

Fig. 2: (Color online) Left: C (Df) for particle pairs at |Dh |> 0.8. The Fourier harmonics for V1D to V5D
are superimposed in color. Their sum is shown as the dashed curve. The ratio of data to the n  5 sum is
shown in the lower panel. Center: Amplitude of VnD harmonics vs. n for the same pt

T , pa
T , and centrality

class. Right: VnD spectra for a variety of centrality classes. Systematic uncertainties are represented with
boxes (see section 4), and statistical uncertainties are shown as error bars.
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Fig. 3: (Color online) Left: C (Df) at |Dh | > 0.8 for higher-pT particles than in Fig. 2. The Fourier
harmonics VnD for n  5 are superimposed in color. Their sum is shown as the dashed curve. The ratio of
data to the n  5 sum is shown in the lower panel. Right: Amplitude of VnD harmonics vs. n at the same
pt

T , pa
T for two centrality bins. Systematic uncertainties are represented with boxes (see section 4), and

statistical uncertainties are shown as error bars.

An example of C (Df) from central Pb–Pb collisions in the bulk-dominated regime is shown
in Fig. 2 (left). The prominent near-side peak is an azimuthal projection of the ridge seen in
Fig. 1. In this very central collision class (0–2%), a distinct doubly-peaked structure is visible
on the away side, which becomes a progressively narrower single peak in less central colli-
sions. We emphasize that no subtraction was performed on C (Df), unlike other jet correlation
analyses [7–14].

A comparison between the left panels of Fig. 2 and Fig. 3 demonstrates the change in shape
as the transverse momentum is increased. A single recoil jet peak at Df ' p appears whose
amplitude is no longer a few percent, but now a factor of 2 above unity. No significant near-side
ridge is distinguishable at this scale. The recoil jet peak persists even with the introduction of a
gap in |Dh | due to the distribution of longitudinal parton momenta in the colliding nuclei.

The features of these correlations can be parametrized at various momenta and centralities by
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FIG. 1. Charged-di-hadron distribution [Eq. (1)] for 2 GeV/c < passoc
t < passoc

t . Upper left: central Au + Au, 3 < p
trig
t < 4 GeV/c; upper

right: central Au + Au, 4 < p
trig
t < 6 GeV/c; lower left: minimum bias d + Au, 3 < p

trig
t < 4 GeV/c; lower right: minimum bias d + Au,

4 < p
trig
t < 6 GeV/c. Note the different vertical scales, as well as the suppressed zero in the upper panels.

by event mixing. Associated particles have 2 < passoc
t <

p
trig
t GeV/c for consistency with previous results [5], except

for a new analysis, which directly compares correlations for
different p

trig
t (Section VI A), where 2 < passoc

t < 4 GeV/c
was used.

Figure 1 shows distributions of the associated particle yield
defined in Eq. (1) for central Au + Au events with triggers
3 < p

trig
t < 4 and 4 < p

trig
t < 6 GeV/c (upper panels) and for

d + Au events with the same p
trig
t selections (lower panels). A

near-side peak centered on (!η,!φ) = (0, 0) is evident in all
panels and is consistent with jet fragmentation. In addition, a
significant enhancement of near-side correlated yield is seen
at large !η for central Au + Au events but not for d + Au
events: the ridge.

In this analysis we examine the shape of the near-side
associated yield distribution in detail via projections on the
!η and !φ axes. We characterize the shapes of both the
ridge and the jet-like peak and study the pt dependence of
the ridge and jet-like yields.

IV. RIDGE SHAPE IN !η

To study the ridge quantitatively, the di-hadron distribution
is projected onto the !η axis in intervals of !φ:

dN

d!η

∣∣∣∣
a,b

≡
∫ b

a

d!φ
d2N

d!φd!η
; (2)

similarly for projection onto !φ:

dN

d!φ

∣∣∣∣
a,b

≡
∫

|!η|∈[a,b]
d!η

d2N

d!φd!η
. (3)

The contribution to the di-hadron distribution of elliptic
flow (v2) in nuclear collisions [3] is estimated via

B!φ[a, b] ≡ b!φ

∫ b

a

d!φ
(
1 + 2

〈
v

trig
2 vassoc

2

〉
cos 2!φ

)
, (4)

where the mean uncorrelated level b!φ is fixed by the
assumption of zero correlated yield at the minimum of the
projected distribution, in this case 1.0 < !φ < 1.2 (zero
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FIG. 2. Distribution of (a) eccentricity, ε2, and (b) triangularity, ε3, as a function of number of participating nucleons, Npart, in
√

sNN =
200 GeV Au + Au collisions.

consistent with the expected fluctuations in the initial state
geometry with the new definition of eccentricity [46]. In this
article, we use this method of quantifying the initial anisotropy
exclusively.

Mathematically, the participant eccentricity is given as

ε2 =

√(
σ 2

y − σ 2
x

)2 + 4(σxy)2

σ 2
y + σ 2

x

, (3)

where σ 2
x , σ 2

y , and σxy , are the event-by-event (co-)variances
of the participant nucleon distributions along the transverse
directions x and y [8]. If the coordinate system is shifted to the
center of mass of the participating nucleons such that ⟨x⟩ =
⟨y⟩ = 0, it can be shown that the definition of eccentricity is
equivalent to

ε2 =
√

⟨r2 cos(2φpart)⟩2 + ⟨r2 sin(2φpart)⟩2

⟨r2⟩
(4)

in this shifted frame, where r and φpart are the polar coordinate
positions of participating nucleons. The minor axis of the
ellipse defined by this region is given as

ψ2 =
atan2(⟨r2 sin(2φpart)⟩, ⟨r2 cos(2φpart)⟩) + π

2
. (5)

Since the pressure gradients are largest along ψ2, the collective
flow is expected to be the strongest in this direction. The
definition of v2 has conceptually changed to refer to the second
Fourier coefficient of particle distribution with respect to ψ2
rather than the reaction plane

v2 = ⟨cos(2(φ − ψ2))⟩. (6)

This change has not affected the experimental definition since
the directions of the reaction plane angle or ψ2 are not a priori
known.

Drawing an analogy to eccentricity and elliptic flow, the
initial and final triangular anisotropies can be quantified as par-
ticipant triangularity, ε3, and triangular flow, v3, respectively:

ε3 ≡
√

⟨r2 cos(3φpart)⟩2 + ⟨r2 sin(3φpart)⟩2

⟨r2⟩
(7)

v3 ≡ ⟨cos(3(φ − ψ3))⟩, (8)

where ψ3 is the minor axis of participant triangularity given by

ψ3 =
atan2(⟨r2 sin(3φpart)⟩, ⟨r2 cos(3φpart)⟩) + π

3
. (9)

It is important to note that the minor axis of triangularity
is found to be uncorrelated with the reaction plane angle
and the minor axis of eccentricity in Glauber Monte Carlo
calculations. This implies that the average triangularity
calculated with respect to the reaction plane angle or ψ2 is
zero. The participant triangularity defined in Eq. (7), however,
is calculated with respect to ψ3 and is always finite.

The distributions of eccentricity and triangularity calculated
with the PHOBOS Glauber Monte Carlo implementation [47]
for Au + Au events at √

sNN = 200 GeV are shown in Fig. 2.
The value of triangularity is observed to fluctuate event by
event and have an average magnitude of the same order as
eccentricity. Transverse distribution of nucleons for a sample
Monte Carlo event with a high value of triangularity is shown
in Fig. 3. A clear triangular anisotropy can be seen in the region
defined by the participating nucleons.
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FIG. 3. Distribution of nucleons on the transverse plane for a√
sNN = 200 GeV Au + Au collision event with ε3 = 0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are shown in
gray and black. Wounded nucleons (participants) are indicated as
solid circles, while spectators are dotted circles.
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Fig. 2: (Color online) Left: C (Df) for particle pairs at |Dh |> 0.8. The Fourier harmonics for V1D to V5D
are superimposed in color. Their sum is shown as the dashed curve. The ratio of data to the n  5 sum is
shown in the lower panel. Center: Amplitude of VnD harmonics vs. n for the same pt
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class. Right: VnD spectra for a variety of centrality classes. Systematic uncertainties are represented with
boxes (see section 4), and statistical uncertainties are shown as error bars.
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Fig. 3: (Color online) Left: C (Df) at |Dh | > 0.8 for higher-pT particles than in Fig. 2. The Fourier
harmonics VnD for n  5 are superimposed in color. Their sum is shown as the dashed curve. The ratio of
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pt
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statistical uncertainties are shown as error bars.

An example of C (Df) from central Pb–Pb collisions in the bulk-dominated regime is shown
in Fig. 2 (left). The prominent near-side peak is an azimuthal projection of the ridge seen in
Fig. 1. In this very central collision class (0–2%), a distinct doubly-peaked structure is visible
on the away side, which becomes a progressively narrower single peak in less central colli-
sions. We emphasize that no subtraction was performed on C (Df), unlike other jet correlation
analyses [7–14].

A comparison between the left panels of Fig. 2 and Fig. 3 demonstrates the change in shape
as the transverse momentum is increased. A single recoil jet peak at Df ' p appears whose
amplitude is no longer a few percent, but now a factor of 2 above unity. No significant near-side
ridge is distinguishable at this scale. The recoil jet peak persists even with the introduction of a
gap in |Dh | due to the distribution of longitudinal parton momenta in the colliding nuclei.

The features of these correlations can be parametrized at various momenta and centralities by
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally

ridges in pA
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally

ridges in pA
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally

ridges in pA
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences

φ∆
0

2

4

η∆

1

1.1

-4    
  -2

    
  0

    
  2

    
  4

(a)

φ∆
0

2

4

η∆

C
(∆

φ,
∆η

)

1

1.04

-4    
  -2

    
  0

    
  2

    
  4

(b)

ATLAS =5.02 TeVNNsp+Pb
-1bµ 1 ≈ L ∫ <4 GeVa,b

T
0.5<p<20 GeVPb

TEΣ >80 GeVPb
TEΣ

|∆φ|

Y
(∆

φ)

0

0.2

0.4

0.6
(c)

ATLAS -1bµ 1 ≈ L ∫=5.02 TeV, NNsp+Pb

|<5η<4 GeV,   2<|∆a,b

T
0.5<p

>80 GeVPb
TEΣ

<20 GeVPb
TEΣ

=14.3C
ZYAMb

=3.2P
ZYAMb

 [GeV]〉Pb

T
〈ΣE

0 1 2 3 0 50 100

in
t

Y

0

0.2

0.4

0.6
/3π|<φNear:  |∆

/3π|>2φAway: |∆

Difference

ATLAS -1bµ 1 ≈ L ∫=5.02 TeV, NNsp+Pb

|<5η<4 GeV,   2<|∆a,b

T
0.5<p (d)

C
(∆

φ,
∆η

)

FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally

ridges in pA

3
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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Long-range angular correlations in p–Pb collisions ALICE Collaboration

agreement with the presented results.

Fig. 4: Left: v2 (black closed symbols) and v3 (red open symbols) for different multiplicity classes
and overlapping pT,assoc and pT,trig intervals. Right: Near-side (black closed symbols) and away-side
(red open symbols) ridge yields per unit of Dh for different pT,trig and pT,assoc bins as a function of the
multiplicity class. The error bars show statistical and systematic uncertainties added in quadrature. In
both panels the points are slightly displaced horizontally for visibility.

To extract information on the yields and widths of the excess distributions in Fig. 3 (bottom
right), a constant baseline assuming zero yield at the minimum of the fit function (Eq. 2) is sub-
tracted. The remaining yield is integrated on the near side and on the away side. Alternatively,
a baseline evaluated from the minimum of a parabolic function fitted within |Dj �p/2|< 1 is
used; the difference on the extracted yields is added to the systematic uncertainties. The uncer-
tainty imposed by the residual near-side jet peak on the yield is evaluated in the same way as
for the vn coefficients. The near-side and away-side ridge yields are shown in the right panel of
Fig. 4 for different event classes and for different combinations of pT,trig and pT,assoc intervals.
The near-side and away-side yields range from 0 to 0.08 per unit of Dh depending on multiplic-
ity class and pT interval. It is remarkable that the near-side and away-side yields always agree
within uncertainties for a given sample despite the fact that the absolute values change substan-
tially with event class and pT interval. Such a tight correlation between the yields is non-trivial
and suggests a common underlying physical origin for the near-side and the away-side ridges.

From the baseline-subtracted per-trigger yields the square root of the variance, s , within |Dj|<
p/2 and p/2 < Dj < 3p/2 for the near-side and away-side region, respectively, is calculated.
The extracted widths on the near side and the away side agree with each other within 20%
and vary between 0.5 and 0.7. There is no significant pT dependence, which suggests that the
observed ridge is not of jet origin.

The analysis has been repeated using the forward ZNA detector instead of the VZERO for the
definition of the event classes. Unlike in nucleus–nucleus collisions, the correlation between
forward energy measured in the ZNA and particle density at central rapidities is very weak
in proton–nucleus collisions. Therefore, event classes defined as fixed fractions of the sig-
nal distribution in the ZNA select different events, with different mean particle multiplicity at
midrapidity, than the samples selected with the same fractions in the VZERO detector. While
the event classes selected with the ZNA span a much smaller range in central multiplicity den-
sity, they also minimize any autocorrelation between multiplicity selections and, for example,
jet activity. With the ZNA selection, we find qualitatively consistent results compared to the
VZERO selection. In particular, an excess in the difference between low-multiplicity and high-
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(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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does v2 reflect the geometry of the initial state in p/d+A as in A+A?
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evidence for double ridges, but not a long range measurement
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long range correlations in dAu
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).

PHOBOS PRC72 031901
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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The data were obtained from p+p in the 2008 and 2009
experimental runs and d+Au in the 2008 run with the
PHENIX detector. The event centrality class in d+Au
collisions is determined as a percentile of the total charge
measured in the PHENIX beam-beam counter covering
�3.9 < ⌘ < �3.0 on the Au-going side [16]. For the top
5% central d+Au collisions, the corresponding number of
binary collisions and number of participants are 18.1±1.2
and 17.8± 1.2 respectively [16].

Charged particles used in this analysis are recon-
structed in the two PHENIX central-arm tracking sys-
tems, consisting of drift chambers and multi-wire propor-
tional pad chambers (PC) [17]. Each arm covers ⇡/2 in
azimuth and |⌘| < 0.35, and the tracking system achieves
a momentum resolution of 0.7%�1.1%p GeV/c.

The drift-chamber tracks are matched to hits in the
third layer of the PC, reducing the contribution of
tracks originating from decays and photon conversions.
Hadron identification is achieved using the time-of-flight
detectors, with di↵erent technologies in the east and
west arms, for which the timing resolutions are 130 ps
and 95 ps, respectively. Pions and (anti)proton tracks
are identified with over 99% purity at momenta up to
3 GeV/c [18, 19] in both systems.

Energy deposited at large rapidity in the Au-going di-
rection is measured by the towers in the south-side Muon
Piston Calorimeter (MPC-S) [20]. The MPC-S comprises
192 towers of PbWO4 crystal covering 2⇡ in azimuth and
�3.7 < ⌘ < �3.1 in pseudorapidity, with each tower sub-
tending approximately �⌘⇥�� ⇡ 0.12⇥0.18. Over 95% of
the energy detected in the MPC is from photons, which
are primarily produced in the decays of ⇡0 and ⌘ mesons.
Photons are well localized, as each will deposit over 90%
of its energy into one tower if it hits the tower’s center.
To avoid the background from noncollision noise sources
and cut out the deposits by minimum ionization parti-
cles (⇠ 245 MeV), we select towers with deposited energy
ETower > 3 GeV.

We first examine the long-range azimuthal angular cor-
relation of pairs consisting of one track in the central
arm and one tower in the MPC-S. Because the towers
are mainly fired by photons, and the azimuthal extent
of each energy deposition is much smaller than the size
of azimuthal angular correlation from jet or elliptic flow,
these track-tower pair correlations will be good proxies
for hadron-photon correlations without attempting to re-
construct individual photon showers. We construct the
signal distribution S(��, pT ) of track-tower pairs over
relative azimuthal opening angle �� ⌘ �Track � �Tower,
each with weight wtower, in bins of track transverse mo-
mentum pT .

S(��, pT ) =
d(wTowerN

Track(pT )�Tower
Same event )

d��
(1)

Here �Track is the azimuth of the track as it leaves the
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FIG. 1: The azimuthal correlation functions C(��, pT ), as
defined in Eq. 2, for track-tower pairs with di↵erent track
pT selections in 0%–5% central d+Au collisions (left) and
minimum bias p+p collisions (right) at

p
sNN = 200 GeV.

From top to bottom, the track pT bins are 0.2–1.0 GeV/c,
1.0%–2.0 GeV/c and 2.0%–4.0 GeV/c. The pairs are formed
between charged tracks measured in the PHENIX central
arms at |⌘| < 0.35 and towers in the MPC-S calorimeter
(�3.7 < ⌘ < �3.1, Au-going). A near-side peak is observed
in the central d+Au which is not seen in minimum bias p+p.
Each correlation function is fit with a four-term Fourier co-
sine expansion; the individual components n = 1 to n = 4 are
drawn on each panel, together with the fit function sum.

primary vertex, �Tower is the azimuth of the center of the
calorimeter tower. The wTower is chosen as the tower’s
transverse energy ET = ETower sin (✓Tower). This quan-
tity is found to be less sensitive to occupancy e↵ects
which result from multiple hits in the same tower, or a
single hit which distributes its signal between more than
one tower. To correct for the nonuniform PHENIX az-
imuthal acceptance in the central arm tracking system,
we then construct the corresponding “mixed-event” dis-
tribution M(��, pT ) over track-tower pairs, where the
tracks and tower signals are from di↵erent events in the
same centrality and vertex position class. We then con-
struct the normalized correlation function

C(��, pT ) =
S(��, pT )

M(��, pT )

R 2⇡
0

M(��, pT ) d��
R 2⇡
0

S(��, pT ) d��
(2)

whose shape is proportional to the true pairs distribution
over ��.
Figure 1 shows the correlation functions C(��, pT ) for

di↵erent pT bins, for the top 5% most central d+Au
collisions and for minimum bias p+p collisions. Near
head-on d+Au collisions show a visible enhancement of
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).

PHOBOS PRC72 031901
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Correlated dihadron yield, per radian per unit of pseudorapidity, as a function of �� in three ranges of �⌘ in d+Au
collisions. Shown are both low and high ZDC-Au activity data. Both the trigger and associated particles have 1 < pT < 3 GeV/c.
The arrows indicate ZYAM normalization positions. The error bars are statistical and histograms indicate the systematic
uncertainties.

TABLE I: Near- (|��| < ⇡/3) and away-side (|���⇡| < ⇡/3) correlated yields and ZYAM background magnitude, per radian
per unit of pseudorapidity, at large �⌘ in low- and high-activity d+Au collisions. Positive(negative) ⌘ corresponds to d(Au)-
going direction. Both the trigger and associated particles have 1 < pT < 3 GeV/c. All numbers have been multiplied by 104.
Errors are statistical except the second error of each ZYAM value which is systematic and applies also to the corresponding
near- and away-side yields. An additional 5% e�ciency uncertainty applies.

Event Event 1.2 < |�⌘| < 1.8 Event �4.5 < �⌘ < �2 2 < �⌘ < 4.5

activity selection ZYAM near away selection ZYAM near away ZYAM near away

40-100% ZDC 1896±7+1
�13 10±4 346±5 ZDC 978±2+1

�2 2±1 55±1 361±1+1
�2 1±1 38±1

0-20% 3043±11+15
�26 53±7 456±7 1776±4+2

�1 10±2 70±2 438±2+1
�2 1±1 31±1

40-100% FTPC 1324±7+2
�6 7±4 347±5 TPC 636±2+1

�2 6±1 59±1 309±2+1
�1 3±1 45±1

0-20% 3468±10+7
�5 43±6 429±7 1899±3+2

�5 15±2 75±2 445±1+1
�3 2±1 27±1

the ridge is via Fourier coe�cients of the azimuthal cor-
relation functions without background subtraction. Fig-
ure 3 shows the second harmonic Fourier coe�cient (V

2

)
as a function of�⌘ for both high and low ZDC-Au energy
collisions. The V

2

values are approximately the same in
high- and low-activity collisions at large �⌘. Both de-
crease with increasing |�⌘| from the small �⌘, jet dom-
inated, region to the large �⌘, ridge, region by nearly
one order of magnitude. The �⌘ behavior of V

2

, a mea-
sure of modulation relative to the average, is qualitatively
consistent with the �⌘-dependent ratio of the near-side
correlated yield over ZYAM. One motivation to analyze
correlation data using Fourier coe�cients is their inde-
pendence of a ZYAM subtraction procedure. One way for
V
2

to develop is through final-state interactions which, if
prevalent enough, may be described in terms of hydro-
dynamic flow. If V

2

is strictly of a hydrodynamic elliptic
flow origin, the data would imply a decreasing collective
e↵ect at backward/forward rapidities that is somehow
independent of the activity level of the events.

To gain further insights, the multiplicity dependencies
of the first, second and third Fourier coe�cients V

1

, V
2

and V
3

are shown in Fig. 4. Three �⌘ ranges are pre-
sented for FTPC-Au, TPC, and FTPC-d correlations, re-

spectively. Results by both the ZDC-Au and FTPC-Au
event selections are shown, plotted as a function of the
corresponding measured charged particle pseudorapidity
density at mid-rapidity dN

ch

/d⌘. The absolute value of
the V

1

parameter in each �⌘ range varies approximately
as (dN

ch

/d⌘)�1 (see the superimposed curves). This is
consistent with jet contributions and/or global statistical
momentum conservation. On the other hand, the V

2

pa-
rameter in each �⌘ range is approximately independent
of dN

ch

/d⌘ over the entire measured range (the dashed
lines are to guide the eye). Similar behavior of V

2

is
also observed in p+Pb collisions at the LHC [13, 40, 41].
Figure 4 shows that the V

3

values are small and mostly
consistent with zero, except for TPC-TPC correlation at
the lowest multiplicity.

In d+Au collisions, dihadron correlations are domi-
nated by jets, even at large �⌘, where the away-side
jet contributes [38]. The behavior of V

1

suggests that
the jet contribution to Vn is diluted by the multiplicity.
The similar V

2

values and �⌘ dependencies in di↵erent
multiplicity collisions are, therefore, rather surprising.
In order to accommodate a hydrodynamic contribution,
there must be a coincidental compensation of the reduced
jet contribution with increasing multiplicity, over the en-

ridge?
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Correlated dihadron yield, per radian per unit of pseudorapidity, as a function of �� in three ranges of �⌘ in d+Au
collisions. Shown are both low and high ZDC-Au activity data. Both the trigger and associated particles have 1 < pT < 3 GeV/c.
The arrows indicate ZYAM normalization positions. The error bars are statistical and histograms indicate the systematic
uncertainties.

TABLE I: Near- (|��| < ⇡/3) and away-side (|���⇡| < ⇡/3) correlated yields and ZYAM background magnitude, per radian
per unit of pseudorapidity, at large �⌘ in low- and high-activity d+Au collisions. Positive(negative) ⌘ corresponds to d(Au)-
going direction. Both the trigger and associated particles have 1 < pT < 3 GeV/c. All numbers have been multiplied by 104.
Errors are statistical except the second error of each ZYAM value which is systematic and applies also to the corresponding
near- and away-side yields. An additional 5% e�ciency uncertainty applies.

Event Event 1.2 < |�⌘| < 1.8 Event �4.5 < �⌘ < �2 2 < �⌘ < 4.5

activity selection ZYAM near away selection ZYAM near away ZYAM near away

40-100% ZDC 1896±7+1
�13 10±4 346±5 ZDC 978±2+1

�2 2±1 55±1 361±1+1
�2 1±1 38±1

0-20% 3043±11+15
�26 53±7 456±7 1776±4+2

�1 10±2 70±2 438±2+1
�2 1±1 31±1

40-100% FTPC 1324±7+2
�6 7±4 347±5 TPC 636±2+1

�2 6±1 59±1 309±2+1
�1 3±1 45±1

0-20% 3468±10+7
�5 43±6 429±7 1899±3+2

�5 15±2 75±2 445±1+1
�3 2±1 27±1

the ridge is via Fourier coe�cients of the azimuthal cor-
relation functions without background subtraction. Fig-
ure 3 shows the second harmonic Fourier coe�cient (V

2

)
as a function of�⌘ for both high and low ZDC-Au energy
collisions. The V

2

values are approximately the same in
high- and low-activity collisions at large �⌘. Both de-
crease with increasing |�⌘| from the small �⌘, jet dom-
inated, region to the large �⌘, ridge, region by nearly
one order of magnitude. The �⌘ behavior of V

2

, a mea-
sure of modulation relative to the average, is qualitatively
consistent with the �⌘-dependent ratio of the near-side
correlated yield over ZYAM. One motivation to analyze
correlation data using Fourier coe�cients is their inde-
pendence of a ZYAM subtraction procedure. One way for
V
2

to develop is through final-state interactions which, if
prevalent enough, may be described in terms of hydro-
dynamic flow. If V

2

is strictly of a hydrodynamic elliptic
flow origin, the data would imply a decreasing collective
e↵ect at backward/forward rapidities that is somehow
independent of the activity level of the events.

To gain further insights, the multiplicity dependencies
of the first, second and third Fourier coe�cients V

1

, V
2

and V
3

are shown in Fig. 4. Three �⌘ ranges are pre-
sented for FTPC-Au, TPC, and FTPC-d correlations, re-

spectively. Results by both the ZDC-Au and FTPC-Au
event selections are shown, plotted as a function of the
corresponding measured charged particle pseudorapidity
density at mid-rapidity dN

ch

/d⌘. The absolute value of
the V

1

parameter in each �⌘ range varies approximately
as (dN

ch

/d⌘)�1 (see the superimposed curves). This is
consistent with jet contributions and/or global statistical
momentum conservation. On the other hand, the V

2

pa-
rameter in each �⌘ range is approximately independent
of dN

ch

/d⌘ over the entire measured range (the dashed
lines are to guide the eye). Similar behavior of V

2

is
also observed in p+Pb collisions at the LHC [13, 40, 41].
Figure 4 shows that the V

3

values are small and mostly
consistent with zero, except for TPC-TPC correlation at
the lowest multiplicity.

In d+Au collisions, dihadron correlations are domi-
nated by jets, even at large �⌘, where the away-side
jet contributes [38]. The behavior of V

1

suggests that
the jet contribution to Vn is diluted by the multiplicity.
The similar V

2

values and �⌘ dependencies in di↵erent
multiplicity collisions are, therefore, rather surprising.
In order to accommodate a hydrodynamic contribution,
there must be a coincidental compensation of the reduced
jet contribution with increasing multiplicity, over the en-

ridge
ridge?
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Correlated dihadron yield, per radian per unit of pseudorapidity, as a function of �� in three ranges of �⌘ in d+Au
collisions. Shown are both low and high ZDC-Au activity data. Both the trigger and associated particles have 1 < pT < 3 GeV/c.
The arrows indicate ZYAM normalization positions. The error bars are statistical and histograms indicate the systematic
uncertainties.

TABLE I: Near- (|��| < ⇡/3) and away-side (|���⇡| < ⇡/3) correlated yields and ZYAM background magnitude, per radian
per unit of pseudorapidity, at large �⌘ in low- and high-activity d+Au collisions. Positive(negative) ⌘ corresponds to d(Au)-
going direction. Both the trigger and associated particles have 1 < pT < 3 GeV/c. All numbers have been multiplied by 104.
Errors are statistical except the second error of each ZYAM value which is systematic and applies also to the corresponding
near- and away-side yields. An additional 5% e�ciency uncertainty applies.

Event Event 1.2 < |�⌘| < 1.8 Event �4.5 < �⌘ < �2 2 < �⌘ < 4.5

activity selection ZYAM near away selection ZYAM near away ZYAM near away

40-100% ZDC 1896±7+1
�13 10±4 346±5 ZDC 978±2+1

�2 2±1 55±1 361±1+1
�2 1±1 38±1

0-20% 3043±11+15
�26 53±7 456±7 1776±4+2

�1 10±2 70±2 438±2+1
�2 1±1 31±1

40-100% FTPC 1324±7+2
�6 7±4 347±5 TPC 636±2+1

�2 6±1 59±1 309±2+1
�1 3±1 45±1

0-20% 3468±10+7
�5 43±6 429±7 1899±3+2

�5 15±2 75±2 445±1+1
�3 2±1 27±1

the ridge is via Fourier coe�cients of the azimuthal cor-
relation functions without background subtraction. Fig-
ure 3 shows the second harmonic Fourier coe�cient (V

2

)
as a function of�⌘ for both high and low ZDC-Au energy
collisions. The V

2

values are approximately the same in
high- and low-activity collisions at large �⌘. Both de-
crease with increasing |�⌘| from the small �⌘, jet dom-
inated, region to the large �⌘, ridge, region by nearly
one order of magnitude. The �⌘ behavior of V

2

, a mea-
sure of modulation relative to the average, is qualitatively
consistent with the �⌘-dependent ratio of the near-side
correlated yield over ZYAM. One motivation to analyze
correlation data using Fourier coe�cients is their inde-
pendence of a ZYAM subtraction procedure. One way for
V
2

to develop is through final-state interactions which, if
prevalent enough, may be described in terms of hydro-
dynamic flow. If V

2

is strictly of a hydrodynamic elliptic
flow origin, the data would imply a decreasing collective
e↵ect at backward/forward rapidities that is somehow
independent of the activity level of the events.

To gain further insights, the multiplicity dependencies
of the first, second and third Fourier coe�cients V

1

, V
2

and V
3

are shown in Fig. 4. Three �⌘ ranges are pre-
sented for FTPC-Au, TPC, and FTPC-d correlations, re-

spectively. Results by both the ZDC-Au and FTPC-Au
event selections are shown, plotted as a function of the
corresponding measured charged particle pseudorapidity
density at mid-rapidity dN

ch

/d⌘. The absolute value of
the V

1

parameter in each �⌘ range varies approximately
as (dN

ch

/d⌘)�1 (see the superimposed curves). This is
consistent with jet contributions and/or global statistical
momentum conservation. On the other hand, the V

2

pa-
rameter in each �⌘ range is approximately independent
of dN

ch

/d⌘ over the entire measured range (the dashed
lines are to guide the eye). Similar behavior of V

2

is
also observed in p+Pb collisions at the LHC [13, 40, 41].
Figure 4 shows that the V

3

values are small and mostly
consistent with zero, except for TPC-TPC correlation at
the lowest multiplicity.

In d+Au collisions, dihadron correlations are domi-
nated by jets, even at large �⌘, where the away-side
jet contributes [38]. The behavior of V

1

suggests that
the jet contribution to Vn is diluted by the multiplicity.
The similar V

2

values and �⌘ dependencies in di↵erent
multiplicity collisions are, therefore, rather surprising.
In order to accommodate a hydrodynamic contribution,
there must be a coincidental compensation of the reduced
jet contribution with increasing multiplicity, over the en-

ridge ridge
ridge?
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FIG. 3: Measured v2(EP ) for midrapidity charged tracks in
0%–5% central d+Au at

p
sNN = 200 GeV using the event

plane method in Panel (a). Also shown are v2 measured in
central p+Pb collisions at

p
sNN = 5.02 TeV [2, 3, 5], and our

prior measurements with two particle correlations (v2(2p)) for
d+Au collisions [6]. A polynomial fit to the current measure-
ment and the ratios of experimental values to the fit are shown
in the panel (b).

resolution Res( Obs
2 ) is calculated through the standard

three subevents method [23, 24], with the other two event
planes being (i) the second order event plane determined
from central-arm tracks, restricted to low pT (0.2 GeV/c
< pT < 2.0 GeV/c) to minimize contribution from jet
fragments; and (ii) the first order event plane measured
with spectator neutrons in the shower-maximum detector
on the Au-going side (⌘ < -6.5) [24, 25]. The systematic
uncertainties on the v2 of charged hadrons are mainly
from the tracking background and pile-up e↵ects, as de-
scribed above, and also from the di↵erence in v2 from
di↵erent event plane determinations. To estimate the
systematic uncertainty of the latter we compare the v2
extracted with the MPC-S event plane with that using
the south (Au-going) beam-beam counter, and the two
measurements of v2 are consistent to within 5%.

The v2 of charged hadrons for 0%–5% central d+Au
events with event plane methods are shown in Fig. 3(a)
as v2(EP ) for pT up to 4.5 GeV/c, along with a polyno-
mial fit through the points. Also shown are our earlier
measurement with two particle correlations (v2(2p)) and
the v2 measured in the central p+Pb collisions at LHC.
Figure 3(b) shows the ratios of all of these measurements
divided by the fitting results. The v2 from our prior mea-
surements exceed the current measurement; di↵erences
range from about 15% at pT = 1.0 GeV/c and increases
to about 50% at pT = 2.2 GeV/c. However, the dif-
ferences are within the stated uncertainties from prior
measurements.

The present v2 measurement is closer to that of p+Pb

collisions [2, 3, 5], with much improved uncertainties and
extended pT range. It is about 20% higher than that of
p+Pb at pT = 1 GeV/c, and the di↵erence decreases to
few percent at pT > 2.0 GeV/c.
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FIG. 4: Measured v2(pT ) for identified pions and
(anti)protons, each charged combined, in 0%–5% central
d+Au collisions at RHIC. In panel (a) the data are compared
with the calculation from a viscous hydrodynamic model [26–
28], and in panel (b) the v2 data for pions and protons in
0%–20% central p+Pb collisions at LHC are shown for com-
parison [15].

Figure 4 shows the midrapidity v2(pT ) for identified
charged pions and (anti)protons, with charge signs com-
bined for each species, up to pT = 3 GeV/c using the
event plane method; the systematic uncertainties are the
same as for inclusive charged hadrons. A distinctive
mass-splitting can be seen. The meson v2 is higher than
the baryon for pT < 1.5 GeV/c, as has been seen univer-
sally in heavy-ion collisions at RHIC [29–34]. Figure 4(a)
also shows calculations with Glauber initial conditions
for viscous hydrodynamics starting at ⌧ = 0.5 fm/c with
⌘/s = 1.0/(4⇡), followed by a hadronic cascade [26–28].
The splitting at lower pT is also seen in the calculation.
Because there are no known CGC calculations available
that would indicate a mass-splitting, it may be challeng-
ing – even in principle – to establish the observed mass
dependence in the initial stages of the collision. The iden-
tified particle v2 in 0%–20% p+Pb collisions are shown
in Fig. 4(b) for comparison [15]. The magnitude of the
mass-splitting in RHIC d+Au is smaller than that seen
in LHC p+Pb, which could be an indicator of stronger
radial flow in the higher energy collisions.
We have presented measurements of long-range az-

imuthal correlations between particles at midrapidity and
at backward rapidity (Au-going direction) in 0%–5% cen-
tral d+Au collisions at

p
sNN = 200 GeV. We find a near-

side azimuthal angular correlation in these collisions for
pairs across |�⌘| > 2.75 which is not apparent in min-
imum bias p+p collisions at the same collision energy.
The anisotropy strength v2 is measured for midrapidity
particles with respect to a global event plane determined
from a region separated by the same pseudorapidity in-
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FIG. 3: Measured v2(EP ) for midrapidity charged tracks in
0%–5% central d+Au at

p
sNN = 200 GeV using the event

plane method in Panel (a). Also shown are v2 measured in
central p+Pb collisions at

p
sNN = 5.02 TeV [2, 3, 5], and our

prior measurements with two particle correlations (v2(2p)) for
d+Au collisions [6]. A polynomial fit to the current measure-
ment and the ratios of experimental values to the fit are shown
in the panel (b).

resolution Res( Obs
2 ) is calculated through the standard

three subevents method [23, 24], with the other two event
planes being (i) the second order event plane determined
from central-arm tracks, restricted to low pT (0.2 GeV/c
< pT < 2.0 GeV/c) to minimize contribution from jet
fragments; and (ii) the first order event plane measured
with spectator neutrons in the shower-maximum detector
on the Au-going side (⌘ < -6.5) [24, 25]. The systematic
uncertainties on the v2 of charged hadrons are mainly
from the tracking background and pile-up e↵ects, as de-
scribed above, and also from the di↵erence in v2 from
di↵erent event plane determinations. To estimate the
systematic uncertainty of the latter we compare the v2
extracted with the MPC-S event plane with that using
the south (Au-going) beam-beam counter, and the two
measurements of v2 are consistent to within 5%.

The v2 of charged hadrons for 0%–5% central d+Au
events with event plane methods are shown in Fig. 3(a)
as v2(EP ) for pT up to 4.5 GeV/c, along with a polyno-
mial fit through the points. Also shown are our earlier
measurement with two particle correlations (v2(2p)) and
the v2 measured in the central p+Pb collisions at LHC.
Figure 3(b) shows the ratios of all of these measurements
divided by the fitting results. The v2 from our prior mea-
surements exceed the current measurement; di↵erences
range from about 15% at pT = 1.0 GeV/c and increases
to about 50% at pT = 2.2 GeV/c. However, the dif-
ferences are within the stated uncertainties from prior
measurements.

The present v2 measurement is closer to that of p+Pb

collisions [2, 3, 5], with much improved uncertainties and
extended pT range. It is about 20% higher than that of
p+Pb at pT = 1 GeV/c, and the di↵erence decreases to
few percent at pT > 2.0 GeV/c.
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FIG. 4: Measured v2(pT ) for identified pions and
(anti)protons, each charged combined, in 0%–5% central
d+Au collisions at RHIC. In panel (a) the data are compared
with the calculation from a viscous hydrodynamic model [26–
28], and in panel (b) the v2 data for pions and protons in
0%–20% central p+Pb collisions at LHC are shown for com-
parison [15].

Figure 4 shows the midrapidity v2(pT ) for identified
charged pions and (anti)protons, with charge signs com-
bined for each species, up to pT = 3 GeV/c using the
event plane method; the systematic uncertainties are the
same as for inclusive charged hadrons. A distinctive
mass-splitting can be seen. The meson v2 is higher than
the baryon for pT < 1.5 GeV/c, as has been seen univer-
sally in heavy-ion collisions at RHIC [29–34]. Figure 4(a)
also shows calculations with Glauber initial conditions
for viscous hydrodynamics starting at ⌧ = 0.5 fm/c with
⌘/s = 1.0/(4⇡), followed by a hadronic cascade [26–28].
The splitting at lower pT is also seen in the calculation.
Because there are no known CGC calculations available
that would indicate a mass-splitting, it may be challeng-
ing – even in principle – to establish the observed mass
dependence in the initial stages of the collision. The iden-
tified particle v2 in 0%–20% p+Pb collisions are shown
in Fig. 4(b) for comparison [15]. The magnitude of the
mass-splitting in RHIC d+Au is smaller than that seen
in LHC p+Pb, which could be an indicator of stronger
radial flow in the higher energy collisions.
We have presented measurements of long-range az-

imuthal correlations between particles at midrapidity and
at backward rapidity (Au-going direction) in 0%–5% cen-
tral d+Au collisions at

p
sNN = 200 GeV. We find a near-

side azimuthal angular correlation in these collisions for
pairs across |�⌘| > 2.75 which is not apparent in min-
imum bias p+p collisions at the same collision energy.
The anisotropy strength v2 is measured for midrapidity
particles with respect to a global event plane determined
from a region separated by the same pseudorapidity in-
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20% most central and in the 40-80% Pb–Pb collisions at √sNN = 2.76 TeV from [6]. Statistical (bars), systematic
(empty boxes) and normalization (full boxes) uncertainties are shown.

The present uncertainties of the measurement do not allow any sensitivity on this effect. In Fig. 4 the
average RAA of prompt D mesons in central (0-20%) and in semi-peripheral (40-80%) Pb–Pb collisions
at √sNN = 2.76 TeV [6] is reported along with the average RpPb of prompt D mesons in p–Pb collisions
at √sNN = 5.02 TeV, showing that cold nuclear matter effects are smaller than the uncertainties for
pT ! 3 GeV/c. In addition, as reported in [6], the same EPS09 nuclear PDF parametrization that
describes the D-meson RpPb results predicts small initial state effects (less than 10% for pT > 5 GeV/c)
for Pb–Pb collisions. As a consequence, the suppression observed in central Pb–Pb collisions for
pT ! 2 GeV/c is predominantly induced by final-state effects, e.g. the charm energy loss in the
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The present uncertainties of the measurement do not allow any sensitivity on this effect. In Fig. 4 the
average RAA of prompt D mesons in central (0-20%) and in semi-peripheral (40-80%) Pb–Pb collisions
at √sNN = 2.76 TeV [6] is reported along with the average RpPb of prompt D mesons in p–Pb collisions
at √sNN = 5.02 TeV, showing that cold nuclear matter effects are smaller than the uncertainties for
pT ! 3 GeV/c. In addition, as reported in [6], the same EPS09 nuclear PDF parametrization that
describes the D-meson RpPb results predicts small initial state effects (less than 10% for pT > 5 GeV/c)
for Pb–Pb collisions. As a consequence, the suppression observed in central Pb–Pb collisions for
pT ! 2 GeV/c is predominantly induced by final-state effects, e.g. the charm energy loss in the

a smaller effect at the LHC could be due to the 
harder initial spectrum
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what can be learned from these small systems?
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scaling is still observed. Even more dramatic is the
dependence of v3=ε3 on TF. Increasing TF from 150 to
170 MeV considerably shortens the hydrodynamic evolu-
tion time and results in a strong reduction of v3=ε3 for all
systems.
To reduce the dependence on TF, we have chosen

to perform a standard Cooper-Frye freeze-out at
T ¼ 170 MeV, followed by a hadronic cascade including
resonance feed-down corrections [16]. Figure 4 shows the
results for the pion momentum anisotropies v2 and v3 from
400 pþ Pb, 400 dþ Au, and 400 3Heþ Au central
(b < 2 fm) events run with η=s ¼ 1=4π and initial
Gaussian smearing σ ¼ 0.4 fm and 10 000 cascade events
for each of these hydrodynamics runs. There are substantial
event-to-event differences, and the dashed lines indicate the

event-averaged values. The dþ Au event-averaged v2
results are in agreement with the published experimental
values [7] [cf. Fig. 5(a)]. The v2 values are larger in dþ Au
and 3Heþ Au compared with pþ Pb, and the v3 values are
largest for 3Heþ Au, as one might expect from the initial
spatial anisotropies. The inset in the lower right panel
shows the v3 ratio from 3Heþ Au to dþ Au, which shows
only a modest pT dependence and is close to the ratio of
initial eccentricities. Thus, although the overall v3 values
are small, they preserve information on the initial intrinsic
triangularity.
However, we find that at energies of

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV,
the system stays within the plasma phase only for
2–3 fm=c. While the effect on this short system lifetime
on elliptic flow v2 is seemingly rather minor, we find that
there is not sufficient time to convert the initial triangularity
into flow, resulting in a small overall magnitude of the
triangular flow v3.
Next we calculate the pion v3 as a function of transverse

momentum with viscosity η=s ¼ 0.2=4π, η=s ¼ 1=4π, and
η=s ¼ 2=4π. These results are shown for 3Heþ Au in
Fig. 5(b), where the increases in viscosity have a dramatic
effect in decreasing the v3 flow coefficients. It has been
previously observed that an ambiguity exists between a
more diffuse initial energy density (thereby reducing the εn
values) and a larger viscous damping (thereby reducing the
translation of εn into vn) [26]. This issue is significant for
the smallest colliding systems, as well as ambiguities from
subnucleonic fluctuations in calculating the initial energy
density distribution [13]. For dþ Au collisions, these
differences are highlighted in the εn values tabulated with
different initial geometry smearing assumptions in Table I
of Ref. [19]. It is notable that the initial condition for
starting hydrodynamics at time τ ¼ 0.5 fm=c depends not
only on the initial energy deposition itself, but also any
preequilibrium dynamics during that first 0.5 fm=c.
One may posit that the geometric distribution from each

participating nucleon or between participant pairs should
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Figure 2. Typical configurations of the initial energy density distribution for p+Au, d+Au and 3He+Au collisions (upper panel). Azimuthal
anisotropy coe�cients v2 � v5 in the three collision systems (lower panel).

4. p+Au, d+Au, and 3He+Au collisions at RHIC

To determine whether final state collective e↵ects provide the dominant contribution to the measured azimuthal
anisotropy, RHIC is now studying 3He+Au collisions that on average generate more triangular initial state configura-
tions compared to p+Au or d+Au. If collectivity is the physical explanation for the observed anisotropies, we expect
a larger v3 in 3He+Au collisions compared to p+Au and d+Au collisions at the same energy. To make this expectation
more quantitative, we present predictions from the IP-Glasma+music framework.

For deuteron-gold collisions (d+Au) we compute the nucleon distribution in the deuteron using the Hulthen form
of its wave function [24, 25]. For 3He, we use the same nucleon configurations as employed in [26]. They are obtained
from Green’s function Monte Carlo calculations using the AV18 + UIX model interaction [27].

For this comparative study we do not perform a detailed centrality selection, but instead sample the impact param-
eter b between 0 and 2 fm in all systems. We then compute the initial state distribution of the energy density and flow
velocity at time ⌧0 = 0.5 fm/c and evolve the system using viscous fluid dynamics with ⌘/s = 0.12 until freeze-out at
T = 135 MeV.

We present typical configurations of the initial energy density distribution in the transverse plane and final results
for the transverse momentum dependent azimuthal anisotropy coe�cients v2 to v5 in Fig. 2. While we find very small
values for v2 through v5 in p+Au collisions, the additional nucleons and their position fluctuations generate larger
v2 � v4 in d+Au and 3He+Au collisions. The odd harmonics v3 and v5 are noticeably larger in 3He+Au collisions
compared to d+Au collisions. This qualitative prediction can be compared to future measurements at RHIC.

5. Conclusions

We have demonstrated that experimental results for v2 and v3 in proton-heavy ion collisions at the LHC are not
well described by the IP-Glasma+musicmodel. Reasons for this could be the neglected initial state correlations and/or
the lack of a detailed description of the fluctuating subnucleonic structure of the proton. Our results for p+A collisions
di↵er significantly from those in [28, 29, 30, 31], suggesting that the details of the initial shape in small systems are
of paramount importance.
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from Green’s function Monte Carlo calculations using the AV18 + UIX model interaction [27].
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values for v2 through v5 in p+Au collisions, the additional nucleons and their position fluctuations generate larger
v2 � v4 in d+Au and 3He+Au collisions. The odd harmonics v3 and v5 are noticeably larger in 3He+Au collisions
compared to d+Au collisions. This qualitative prediction can be compared to future measurements at RHIC.
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4. p+Au, d+Au, and 3He+Au collisions at RHIC

To determine whether final state collective e↵ects provide the dominant contribution to the measured azimuthal
anisotropy, RHIC is now studying 3He+Au collisions that on average generate more triangular initial state configura-
tions compared to p+Au or d+Au. If collectivity is the physical explanation for the observed anisotropies, we expect
a larger v3 in 3He+Au collisions compared to p+Au and d+Au collisions at the same energy. To make this expectation
more quantitative, we present predictions from the IP-Glasma+music framework.

For deuteron-gold collisions (d+Au) we compute the nucleon distribution in the deuteron using the Hulthen form
of its wave function [24, 25]. For 3He, we use the same nucleon configurations as employed in [26]. They are obtained
from Green’s function Monte Carlo calculations using the AV18 + UIX model interaction [27].

For this comparative study we do not perform a detailed centrality selection, but instead sample the impact param-
eter b between 0 and 2 fm in all systems. We then compute the initial state distribution of the energy density and flow
velocity at time ⌧0 = 0.5 fm/c and evolve the system using viscous fluid dynamics with ⌘/s = 0.12 until freeze-out at
T = 135 MeV.

We present typical configurations of the initial energy density distribution in the transverse plane and final results
for the transverse momentum dependent azimuthal anisotropy coe�cients v2 to v5 in Fig. 2. While we find very small
values for v2 through v5 in p+Au collisions, the additional nucleons and their position fluctuations generate larger
v2 � v4 in d+Au and 3He+Au collisions. The odd harmonics v3 and v5 are noticeably larger in 3He+Au collisions
compared to d+Au collisions. This qualitative prediction can be compared to future measurements at RHIC.

5. Conclusions

We have demonstrated that experimental results for v2 and v3 in proton-heavy ion collisions at the LHC are not
well described by the IP-Glasma+musicmodel. Reasons for this could be the neglected initial state correlations and/or
the lack of a detailed description of the fluctuating subnucleonic structure of the proton. Our results for p+A collisions
di↵er significantly from those in [28, 29, 30, 31], suggesting that the details of the initial shape in small systems are
of paramount importance.
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He3+Au: first data!
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The v2 and v3 in 3He+Au 

The v2 of 3He+Au 
is similar to that of 
d+Au 
 
A clear v3 signal is 
observed in 0-5% 
3He+Au collisions 

7 

J.Nagle et al, Phys. Rev. Lett. 113, 112301 (2014) 3He+Au (0-5%) Npart=25.0  
H2=0.504   H3=0.283 
 
d+Au (0-5%) Npart=17.8 
H2=0.540   H3=0.190 

arXiv:1404.7461 

<NpartHe3Au> ~ 25

strong v2; v3 ~ hydrodynamic expectations
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Glauber IS + Hydo + Cascade 
PRL 113, 112301 (2014) 

Same + Pre-flow 
Romatschke, QM14 

He3+Au: first data!



smaller and cooler?
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QGP size

initial temperature / collision energy

???

RHIC Beam Energy Scan

“pA” systems



smaller and cooler?
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QGP size

initial temperature / collision energy

???

RHIC Beam Energy Scan

“pA” systems

pA collisions: how is the QGP formed, how does it thermalize, what is 
the initial energy density distribution?



dAu, pPb, AuAu & PbPb

• Glauber MC & pointlike centers to calculate ε2 
• → approximate scaling of v2/ε2 with dN/dη

24

PHENIX: 1303.1794

single trend, AA data understood as initial geometry 
+ hydrodynamics

PHENIX PRL 111 212301
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RHIC,
√
s = 200 GeV
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FIG. 3. Flow harmonics vn(pT )− v5(pT ) for identified pions (π) and unidentified charged particles (unid) for n = 2, 3, 4 from
superSONIC, with and without pre-equilibrium flow. Boxes indicate combined statistic and estimated systematic error for
hydrodynamics (latter from varying Cη = 2− 3). For reference, experimental data is shown where available [5, 53].
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Light-Heavy Ion Collisions: A window into pre-equilibrium QCD dynamics?

P. Romatschke1

1University of Colorado at Boulder
(Dated: February 18, 2015)

Relativistic collisions of light on heavy ions (p+Auat
√
s=7.7 GeV, p+Au , d+Au ,3He+Auat√

s =62.4 GeV and 200 GeV and p+Pb ,3He+Pbat
√
s = 5.02 TeV) are simulated using “super-

SONIC”, a model that includes pre-equilibrium flow, viscous hydrodynamics and a hadronic cascade
afterburner. Even though these systems have strong gradients and only consist of at most a few
tens of charged particles per unit rapidity, one finds evidence that a hydrodynamic description ap-
plies to these systems. Based on these simulations, the presence of a triangular flow component
in d+Au collisions at

√
s = 200 GeV is predicted to be similar in magnitude to that found in

3He+Aucollisions. Furthermore, the v3(pT ) ratio of 3He+Au to d+Au is found to be sensitive to
the presence of pre-equilibrium flow. This would imply an experimentally accessible window into
pre-equilibrium QCD dynamics using light-heavy ion collisions.

smaller systems, higher harmonics, lower energies: more sensitive 
to earliest times
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the pA physics story is made possible by the 
simultaneous strong programs at both RHIC & the 

LHC



conclusions

• wealth of low pT measurements at both RHIC and LHC 
• from surprises to systematic measurements 

• on track to understand more about the very young QGP with 
pA systems at RHIC 

• data & theoretical developments at the same time drive 
progress 

• eA: pA lessons drive interest in eA collisions with the EIC!
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